
The application life cycle



What are the steps to releasing a 
ML application?



Collect Data Train Model Evaluate ProfitRelease 
Model

Naive ML Pipeline
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Better Pipeline



https://cldcvr.com/news-and-media/blog/clean-data-the-found
ation-of-effective-machine-learning/





Let’s walk through an example





Scientific TLDR Generation

Goal: Generate “TLDRs” or extremely short summaries for scientific papers

Input: Text of scientific papers

Output: One sentence or less summaries of papers

Why? Help scientists parse large numbers of papers quickly
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Where do we get data?

● No existing dataset ➡ Have to collect data

● Ideal: Collect papers, have scientists read them and then write 

summaries

○ Problem: Expensive, time consuming

● Is there anywhere we can get naturally occurring data?



13

Author 
TLDR

Peer Review-
Derived TLDR

Annotator



Good work

The authors propose a method for learning node 
representations which, like previous work (e.g. 
node2vec, DeepWalk), is based on the skip-gram 
model. However, unlike previous work, they use the 
concept of shared neighborhood to define context 
rather than applying random walks on the graph. The 
paper is well-written and it is quite easy to follow 
along with the discussion. This work is most similar, in 
my opinion, to node2vec. In particular, when 
node2vec has its restart probability set pretty high, 
the random walks tend to stay within the local 
neighborhood (near the starting node). The main 
difference is in the sentence construction strategy. 
Whereas node2vec may sample walks that have 
context windows containing the same node, the 
proposed method does not as it uses a random 
permutation of...

A method for learning node 
representations using the 
concept of shared 
neighborhood to define 
context

We’ve found that this task is doable by 
CS undergrads after 2 half hour 
training sessions





Data
Author’s point of view

● From OpenReview, author 

written TLDRs 

● 〜3.2k TLDRs (1 per paper)

Reader’s point of view

● Reviewer comments rewritten as 

TLDRs 

● 〜2.2k TLDRs
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TestDevTrain

Randomly split data into 60/20/20 sets



Model choices

● Extractive: Choose the best sentence from the input as a summary

● Abstractive: Generate a summary given the input



Extractive Models
● PACSUM (Zheng and Lapata 2019)

○ Chooses most important sentence based on word frequency

● BERTSumExt (Liu and Lapata 2019)

○ Selects most important sentence using BERT embeddings

● MatchSum (Zhong et al., 2020)

○ Uses a BERT model to score the entire summary instead of a single extraction

● Oracle

○ Given the gold summary, choose the sentence with the highest ROUGE Score (shows 

an upper bound of performance)



Abstractive Models
● BART (Lewis et al 2019)

○ Encoder-decoder transformer model

● BART finetuned on XSUM then finetuned on our dataset

○ XSUM: news summarization dataset



Other modelling choices

● Representing the full text of the paper is computationally expensive 

and impossible for some models (e.g. BART has a max sequence length 

of 1024)

● The full text of a paper isn’t always open access 

➡ We’ll use the Abstract only or the Abstract + Introduction + Conclusion 



Implementation Details

● All models implemented in Python

● The authors from the extractive models released their code

● BART implemented in fairseq 

○ Toolkit from Facebook

○ Uses Pytorch framework

● Code available here: https://github.com/allenai/scitldr

https://fairseq.readthedocs.io/en/latest/
https://github.com/allenai/scitldr
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Method Abstract AIC Full Text

PACSUM 19.3 28.7

BertSumExt 38.5 36.2

MatchSum 42.7 38.6

BART 43.3 42.9

BARTXSUM 42.5 43.7

Extractive Oracle 47.7 52.4 54.5

Rouge-1
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Use a related task - Title generation

● Titles are similar to TLDRs - they are short and contain salient 

information about the paper

● Titles are more widely available than TLDRs

● Task scaffolding 

○ Prior work has shown that using an additional relevant task during 

training can support performance in the primary task 

(Swayamdipta et al., 2018; Cohan et al., 2019)

➡ Collect an additional dataset of 20K Title - Paper pairs from arXiv
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Paper - Title pairs

Paper - TLDR pairs

<|TITLE|>

<|TLDR|>

Shuffled 
Data BART

Append codes 
to sourceSciTLDR

arXiv

CATTS - Controlled Abstraction for TLDRs with Title Scaffolding
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Method Abstract AIC

PACSUM 19.3 28.7

BertSumExt 38.5 36.2

MatchSum 42.7 38.6

BART 43.3 42.9

BARTXSUM 42.5 43.7

CATTS 43.8 44.9

CATTSXSUM 44.3 44.6

Extractive Oracle 47.7 52.4

Rouge-1



Human Evaluation

● Are the summaries factual?

● Are the summaries fluent?

● Are the summaries informative?



Are the summaries factual?

Evaluating correctness requires careful reading and understanding of the source paper

TLDRs

First or second authors

● We perform this evaluation on both BART and CATTS
● We received responses from 29 unique authors with annotations covering 64 arXiv papers
● Both models receive an average rating of 2.5
● We observe 42 ties, 10 cases where BART is more correct, and 12 cases where CATTS is 

more correct

? 1. False or misleading 
2. Partially accurate
3. Mostly correct



Are the summaries fluent?

● Randomly sample 100 papers and their generated summaries

● Only need to conduct fluency evaluation on abstractive summaries

● Manually annotate them for fluency 

○ Binary labels - fluent or not

● Found 96% fluency 



Are the summaries informative?

MRR
Avg. # 
nuggets

Avg. # 
words

TLDR-Auth (Gold) 0.53 2.5 20.5

TLDR-PR (Gold) 0.60 2.4 18.7

BART 0.42 2.2 19.4

CATTS 0.54 2.6 20.8

6 nuggets of information:

● Area, field, or topic of study
● Problem or motivation
● Mode of Contribution
● Details or description
● Results or findings
● Value or significance

Higher MRR corresponds to variants that, on average, rank higher 
than others by length-normalized number of nuggets.
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Goal: Release on Semantic 
Scholar



In order to release the model we need to…

❏ Decide the best use of TLDRs

❏ Build out an efficient backend

❏ Design the user interface 

❏ Build method for user feedback

❏ Market and release



Decide the best use of TLDRs



Build an efficient backend

● Host the model on an AWS instance

● Build an API to easily interface the model

● Pre-process papers in batches and store generated TLDRs in database

○ Pros: Efficient client side, only need to pay for hosting when 

updating model

○ Cons: Harder to update model



Design User Interface

● How do we communicate what TLDRs are to the user?

● We want to ensure that the user understands the TLDRs are 

generated, without cluttering the UI too much

● Other considerations:

○ Integration with current features (bold face relevant terms?)

○ How to expand the abstract?

○ Release for all papers for just CS? 







Build method for user feedback

Options:

● Ask users to rate generations

● Create feedback form

● Allow option to turn off feature -> track number of users that turn off 

feature

● Design other metrics (e.g. number of times user expands to abstract) 

and track those metrics





Market and Release



Market and Release
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Final Presentation



Final Presentation

● Work in groups of 2-3 people

● Choose an application of language generation 

● Walk through the 5 steps of the application lifecycle and discuss what 

you might do and the considerations at each step 

● Discuss the ethical implications of your application

● Presentation should be ~10 minutes



Final Presentation Outline

1. Task introduction 

a. What is it

b. What are the inputs/outputs

c. Why is it important



Final Presentation Outline

2. The steps of ML
a. Data collection - Where would you get the data? 

b. Modelling - What architecture might work and why?

c. Evaluation - What method(s) of evaluation are appropriate?

d. Release to production - What considerations are important to 
release your application?

e. Monitor in production - What checks would you put in place to 
make sure you model continues to perform well?



Final Presentation Outline

3. Ethics 

a. What ethical considerations does your application have?



Next Week - Guest Lecture

● Speaker: Carlos Aguirre

● Title “Fairness and Biases in Language Models”

● Website: https://www.pocaguirre.com/

https://www.pocaguirre.com/

