


Ethics - Levels of concern

 Laws
 What should be enacted by the government with regards to Al
* Social Morality

* “Recognition that nor all of the socially entrenched standards that
properly govern our lives are, or should be, legal standards”

 |ndividual decisions

* |ndividuals will still need to exercise their own moral judgement
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https://www.youtube.com/watch?v=b9u3ZAGQmT0

Research shows
that we can
adversarially
generate data
seen during
training
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Abstract—A membership inference attack allows an adversary
to query a trained machine learning model to predict whether or
not a particular example was contained in the model’s training
dataset. These attacks are currently evaluated using average-case
“accuracy” metrics that fail to characterize whether the attack
can confidently identify any members of the training set. We
argue that attacks should instead be evaluated by computing
their true-positive rate at low (e.g., < 0.1%) false-positive rates,
and find most prior attacks perform poorly when evaluated in
this way. To address this we develop a Likelihood Ratio Attack
(LiRA) that carefully combines multiple ideas from the literature.
Our attack is 10 x more powerful at low false-positive rates, and
also strictly dominates prior attacks on existing metrics.

I. INTRODUCTION

Neural networks are now trained on increasingly sensitive
datasets, and so it is necessary to ensure that trained models are
privacy-preserving. In order to empirically verify if a model is
in fact private, membership inference attacks [60] have become
the de facto standard [42, 63] because of their simplicity. A
membership inference attack receives as input a trained model
and an example from the data distribution, and predicts if that
example was used to train the model.

Unfortunately as noted by recent work [44, 69], many prior
membership inference attacks use an incomplete evaluation
methodology that considers average-case success metrics (e.g.,
accuracy or ROC-AUC) that aggregate an attack’s accuracy
over an entire dataset and over all detection thresholds [6, 18,
26, 33-35, 45, 52, 54, 54-57, 61, 63, 66, 70]. However, privacy
is not an average case metric, and should not be evaluated as
such [65]. Thus, while existing membership inference attacks
do appear effective when evaluated under this average-case
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Fig. 1: Comparing the true-positive rate vs. false-positive rate
of prior membership inference attacks reveals a wide gap in
effectiveness. An attack’s average accuracy is not indicative
of its performance at low FPRs. By extending on the most
effective ideas, we improve membership inference attacks by
10x, for a non-overfit CIFAR-10 model (92% test accuracy).

metrics (e.g., AUC) are often uncorrelated with low FP success
rates. For example the attack of Yeom et al. [70] has a high
accuracy (59.5%) yet fails completely at low FPRs, and the
attack of Long et al. [36] has a much lower accuracy (53.5%)
but achieves higher success rates at low FPRs.

We develop a Likelihood Ratio Attack (LiRA) that succeeds
10x more often than prior work at low FPRs—but still
strictly dominates prior attacks on aggregate metrics intro-
duced previously. Our attack combines per-example difficulty



Privacy in NLP

 How much risk should we be willing to assume?

* Are there any situations in which we shouldn’t use models to avoid privacy
leaks”?

e Informed Consent - when is it ethical to collect and use someone’s data for
training?
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https://feministai.pubpub.org/pub/what-is-fairness-/release/1

Research shows
that models
amplify bias
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Abstract

Language is increasingly being used to de-
fine rich visual recognition problems with
supporting image collections sourced from
the web. Structured prediction models are
used in these tasks to take advantage of
correlations between co-occurring labels
and visual input but risk inadvertently en-
coding social biases found in web corpora.
In this work, we study data and models as-
sociated with multilabel object classifica-
tion and visual semantic role labeling. We
find that (a) datasets for these tasks con-
tain significant gender bias and (b) mod-
els trained on these datasets further am-
plify existing bias. For example, the ac-
tivity cooking is over 33% more likely
to involve females than males in a train-
ing set, and a trained model further ampli-
fies the disparity to 68% at test time. We

tics from images and require large quantities of la-
beled data, predominantly retrieved from the web.
Methods often combine structured prediction and
deep learning to model correlations between la-
bels and 1images to make judgments that otherwise
would have weak visual support. For example, in
the first image of Figure 1, it is possible to pre-
dict a spatula by considering that it is a com-
mon tool used for the activity cooking. Yet such
methods run the risk of discovering and exploiting
societal biases present in the underlying web cor-
pora. Without properly quantifying and reducing
the reliance on such correlations, broad adoption
of these models can have the inadvertent effect of
magnifying stereotypes.

In this paper, we develop a general framework
for quantifying bias and study two concrete tasks,
visual semantic role labeling (vSRL) and multil-
abel object classification (MLC). In vSRL, we use
the 1imSitu formalism (Yatskar et al., 2016, 2017),
where the goal 1s to predict activities, objects and



[Source]

What is the 80% Rule?

The 80% rule was created to help companies determine if they have been unwittingly
discriminatory in their hiring process. The rule states that companies should be hiring protected
groups at a rate that is at least 80% of that of white men. For example, if a firm has hired 100
white men in their last hiring cycle but only hired 50 women, then the company can be found Iin
violation of the 80% rule. The rule itself has no real effect other than to call into question a
company’s hiring ethics. Those that are found in violation are only asked to provide a legitimate

reason as to why they are hiring protected groups at such a lower rate.


https://www.jfmeltonlaw.com/articles/understanding-the-80-rule/#:~:text=The%20rule%20states%20that%20companies,violation%20of%20the%2080%25%20rule.

Bias and Fairness

Should these models correct existing biases or replicate them?

What are the potential harms of deploying a biased model?

What guard rails should we put in place to ensure fairness in models?
How should we think about the balance between fairness and accuracy?

How does privacy conflict with fairness?



Accountabillity



GDPR

General Data Protection Regulation

e Data privacy regulation in the EU

* Articles 13-15: individuals have the right to 'meaningful information about the
logic involved' in automated decisions

* Article 17: individuals have the right to have personal data erased
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Holding Facebook Accountable for
Digital Redlining

—L_Zi Write Post

Online ad-targeting practices often reflect and replicate
existing disparities, effectively locking out marginalized
groups from housing, job, and credit opportunities.

Q Upload Photo/Video

&8 Take Photo/Video

;it“:caA':Wis’ In today’s digital world, people rely on online advertising platforms for critical
a orney,
ACLU Women's Rights information such as job opportunities or available housing. But unfortunately, thanks

roject to practices known as “digital redlining” — the use of technology to perpetuate

[Source]



https://www.aclu.org/news/privacy-technology/holding-facebook-accountable-for-digital-redlining

Accountability

 Who is responsible for bad predictions??
 The company?
 The engineers?
* The user?

* Should there be regulations on Al systems? If so, what would they look like?



Environmental Impact



Consumption COse (Ibs)

Air travel, 1 passenger, NY<>SF 1984

. Human life, avg, 1 year 11,023

Energy and POIlcy American life, avg, 1 year 36,156

COnSIderatlonS for Car, avg incl. fuel, 1 lifetime 126,000
Deep Learnlng N N LP Training one model (GPU)

NLP pipeline (parsing, SRL) 39

[SOUFCG] w/ tuning & experimentation 78,468

Transformer (big) 192

w/ neural architecture search 626,155

Table 1: Estimated CO5 emissions from training com-
mon NLP models, compared to familiar consumption.’


https://arxiv.org/pdf/1906.02243.pdf

Environmental Impact

* As a field, should we be concerned about the environmental impact of our
models?

* |Larger models are more accurate. How do we consider the trade off of
performance vs environmental impact?

» Should we focus more on more efficient algorithms to limit our environmental
impact?
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Abstract
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tation. Our approach also allows us to esti-
mate the amount of computation required to
obtain a given accuracy; applying it to sev-
eral recently published results yields massive
variation across papers, from hours to weeks.
We conclude with a set of best practices for

Figure 1: Current practice when compraing NLP mod-
els is to train multiple instantiations of each, choose
the best model of each type based on validation per-
formance, and compare their performance on test data
(inner box). Under this setup, (assuming test-set re-
sults are similar to validation), one would conclude
reporting experimental results which allow for from the results above (hyperpar.amet‘er search for two
robust future comparison, and provide code to models on the 5-way SST clasmﬁcat’lon task) that the
1 CNN outperforms Logistic Regression (LR). In our

allow researchers to nse onr techniane.



n A NLP ACL-IJCNLP 2021 Home  Calls  Program Registration ~ Tutorials ~ Demos ==

CALL FOR & On this page

Main Conference Papers

paper Submission FAQ Reproducibility Checklist
Call For System

D LR For all reported experimental results:

Reproducibility
Checklist

e A clear description of the mathematical setting, algorithm, and/or model

e Alink to a downloadable source code, with specification of all
dependencies, including external libraries (recommended for camera
ready)

e A description of computing infrastructure used

e The average runtime for each model or algorithm, or estimated energy
cost

e The number of parameters in each model
e Corresponding validation performance for each reported test result

e A clear definition of the specific evaluation measure or statistics used to
report results.

For all results involving multiple experiments, such as hyperparameter

[Source] search:



https://2021.aclweb.org/calls/reproducibility-checklist/

Reproducibility

« How should we consider models that are not reproducible? (Too expensive)

 How much effort should ML researchers put into making their work
reproducible?

* |s a checklist the best way to ensure reproducibility?



Interpretability




[Image Credit]

Accuracy

@ Neural Networks

@ Random Forest

‘ Support Vector Machine
@ Graphical Models

Highly Accurate Models
-Non-linear relationship

-Non-smooth relationship
-Long computation time

Highly Interpretable Models
-Linear and smooth

relationships
-Easy to compute

@ K-Nearest Neighbors

@ Deccision Trees

@ Linear Regression

Interpretability

@ Classification Rules



https://www.google.com/url?sa=i&url=https://www.researchgate.net/figure/The-trade-off-between-interpretability-and-accuracy-of-some-relevant-ML-models-Highly_fig4_335937022&psig=AOvVaw0QTqG8UmOupEJ9-QVlHKLB&ust=1665174037536000&source=images&cd=vfe&ved=0CA0QjRxqFwoTCKiG2eq2zPoCFQAAAAAdAAAAABAI

TESTING DATA

Why my
loan
rejected?

=&,
!

PREDICTION OUTPUT
— FUCNTION | | oan Rejected

TRAINING DATA ML MODEL

[Image Credit]
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Interpretability

* Are there cases in which we should prioritize interpretability over accuracy?

* Autonomy: Should the user have full insight into the decision making
process?

* Responsibility: Does the ability to understand the predictions affect who is
responsible?



Use Cases




Use Cases

Are there any use cases that should be off-limits?

e Crime prediction
 Medicine management
 Demographic prediction
e Essay writing

* Facial recognition



