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Ethics - Levels of concern
• Laws


• What should be enacted by the government with regards to AI


• Social Morality


• “Recognition that nor all of the socially entrenched standards that 
properly govern our lives are, or should be, legal standards”


• Individual decisions


• Individuals will still need to exercise their own moral judgement 
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Privacy



https://www.youtube.com/watch?v=XH1wQEgROg4


https://www.youtube.com/watch?v=b9u3ZAGQmT0


Research shows 
that we can 
adversarially 
generate data 
seen during 
training 



Privacy in NLP
• How much risk should we be willing to assume?


• Are there any situations in which we shouldn’t use models to avoid privacy 
leaks? 


• Informed Consent - when is it ethical to collect and use someone’s data for 
training?



Bias and Fairness



https://www.youtube.com/watch?v=TWWsW1w-BVo


[Source]

https://feministai.pubpub.org/pub/what-is-fairness-/release/1


Research shows 
that models 
amplify bias 



[Source]

https://www.jfmeltonlaw.com/articles/understanding-the-80-rule/#:~:text=The%20rule%20states%20that%20companies,violation%20of%20the%2080%25%20rule.


Bias and Fairness
• Should these models correct existing biases or replicate them?


• What are the potential harms of deploying a biased model?


• What guard rails should we put in place to ensure fairness in models?


• How should we think about the balance between fairness and accuracy?


• How does privacy conflict with fairness?



Accountability



GDPR
General Data Protection Regulation

• Data privacy regulation in the EU


• Articles 13–15: individuals have the right to 'meaningful information about the 
logic involved' in automated decisions


• Article 17: individuals have the right to have personal data erased



[Source]

https://www.aclu.org/news/privacy-technology/holding-facebook-accountable-for-digital-redlining


Accountability
• Who is responsible for bad predictions?


• The company?


• The engineers?


• The user?


• Should there be regulations on AI systems? If so, what would they look like?



Environmental Impact



[Source]

Energy and Policy 
Considerations for 
Deep Learning in NLP

https://arxiv.org/pdf/1906.02243.pdf


Environmental Impact
• As a field, should we be concerned about the environmental impact of our 

models?


• Larger models are more accurate. How do we consider the trade off of 
performance vs environmental impact?


• Should we focus more on more efficient algorithms to limit our environmental 
impact?



Reproducibility



2019
Reproducibility Checklists



[Source]

https://2021.aclweb.org/calls/reproducibility-checklist/


Reproducibility
• How should we consider models that are not reproducible? (Too expensive)


• How much effort should ML researchers put into making their work 
reproducible?


• Is a checklist the best way to ensure reproducibility?



Interpretability



[Image Credit]

https://www.google.com/url?sa=i&url=https://www.researchgate.net/figure/The-trade-off-between-interpretability-and-accuracy-of-some-relevant-ML-models-Highly_fig4_335937022&psig=AOvVaw0QTqG8UmOupEJ9-QVlHKLB&ust=1665174037536000&source=images&cd=vfe&ved=0CA0QjRxqFwoTCKiG2eq2zPoCFQAAAAAdAAAAABAI


[Image Credit]

https://www.google.com/url?sa=i&url=https://medium.com/analytics-vidhya/explainable-ai-the-next-level-c6b4dadc240&psig=AOvVaw2fSx8mkh14EC62R-PkHxZs&ust=1665174160713000&source=images&cd=vfe&ved=0CA0QjRxqFwoTCOCTz6a3zPoCFQAAAAAdAAAAABAI




Interpretability
• Are there cases in which we should prioritize interpretability over accuracy?


• Autonomy: Should the user have full insight into the decision making 
process?


• Responsibility: Does the ability to understand the predictions affect who is 
responsible?



Use Cases



Use Cases
Are there any use cases that should be off-limits?

• Crime prediction


• Medicine management


• Demographic prediction


• Essay writing


• Facial recognition


