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How do we evaluate our models?
• Our model is being optimized to our 

dataset


• How do we know our model is 
learning the task and not just 
memorizing the data?



Data Splits

Train Set



Data Splits

Test Set

We separate a portion of our data for testing, that is unseen during training

Train Set



Data Splits

Test Set

We can also separate a portion of our data for validation, to tune our hyper parameters to

Train Set Validation Set
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This is known as 
overfitting



Training Process
1. Train model and evaluate on validation dataset


2. Choose model checkpoint with the best performance on the 
validation dataset


3. Evaluate on test set



Langauge Modeling



Language Modeling 

The cat sat on the

mat .05

book .03

table .02

dragon



Perplexity
[Adapted from Daniel Khashabi]

A measure if how well a probability 
distribution predicts a sample


Definition: for a document  with words 
:
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https://self-supervised.cs.jhu.edu/files/601-771-sec2.pdf


Definition: for a document  with words :


 where 


If  is uninformative: 


If  is exact: 
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Perplexity Base Cases
[Adapted from Daniel Khashabi]

Perplexity ranges 
between 1 and |V |

Lower perplexity is 
good!

Perplexity is a measure of a model’s uncertainty about the 
next word (“average branching factor”)

https://self-supervised.cs.jhu.edu/files/601-771-sec2.pdf


Perplexity in Different Models
[Source]

https://engineering.fb.com/2016/10/25/ml-applications/building-an-efficient-neural-language-model-over-a-billion-words/


Perplexity in Different Models
[Source]

https://arxiv.org/pdf/2003.05997.pdf


Conditional Generative Tasks



Conditional Generation Tasks
• Which metric is most commonly used is often field specific


• Types of metrics


1. Overlap based 


2. Similarity based


3. Reference Free



Overlap Based Metrics
• Calculate the overlap between a model’s generation and a gold reference


• Examples:


• ROUGE 


• BLEU


• METEOR



ROUGE-N
How much of the reference is captured by the model’s output? 




How much of the model’s output is relevant?  




recall =
number of n-grams in model and reference

number of n-grams in reference

precision =
number of n-grams in model and reference

number of n-grams in model

F1 = 2 *
precision * recall
precision + recall

ROUGE ranges between 
0 and 1

Higher ROUGE is 
good!



ROUGE-1 Example

the fox jumped over the lazy dog

Reference

the brown fox jumped over the happy dog

Model output




         





         





recall =
number of n-grams in model and reference

number of n-grams in reference

=
6
7

= 0.85

precision =
number of n-grams in model and reference

number of n-grams in model

=
6
8

= 0.75

F1 = 2 *
precision * recall
precision + recall

= 2 *
0.85 * 0.75
0.85 + 0.75

= 0.797



Overlap Based Metrics
Pros 

• Easy and quick to compute


• Easy to understand (interpretable)


• Not language specific

Cons 

• Can be over-simplistic 


• Difficult to capture nuances in 
language


• Requires annotated data



Similarity Based
• Computes the semantic similarity between the reference and the model 

output


• Examples:


• Cosine Similarity 


• BERTScore


• MoverScore



Recall: Embeddings

[Image Credit]

https://towardsdatascience.com/word2vec-research-paper-explained-205cb7eecc30


Cosine Similarity
[Source]

https://medium.com/analytics-vidhya/best-nlp-algorithms-to-get-document-similarity-a5559244b23b


BERTScore
[Source]

https://arxiv.org/pdf/1904.09675.pdf


Similarity Based Metrics
Pros 

• Better captures semantic similarities 


• Less sensitive to small changes in 
output


• Generally correlates better with 
human judgements than overlap 
metrics

Cons 

• Less interpretable 


• Relies on trained embeddings, 
which may be unreliable


• Often not available in all languages



Reference Free Metrics
• Only relies on the input document


• Metrics are more task specific


• OpenKiwi


• BLANC 


• SUPERT



BLANC
[Source]

• A reference free summarization metric


• Give a language model a summary and a masked sentence from the original 
document, test how well the language model can reconstruct the sentence


• Scores range from -1 to 1 and rate the “helpfulness” of a summary

https://arxiv.org/pdf/2002.09836.pdf


Reference-free metrics
Pros 

• Does not require gold references


• Generally correlates higher with 
human judgements than overlap-
based metrics

Cons 

• Less interpretable


• Need to design a different metric for 
each task


• Often not available in all languages



Human Evaluation



Human Evaluation
• Generally better estimation of quality than automatic metrics 


• Can can be difficult to design/ expensive to collect


• Considerations when designing a human evaluation schema:


How can we avoid biasing the annotators?


What do we care to capturing in the evaluation?


What background knowledge do our annotators need to have?



Comparative Evaluation
• For each example, sample two outputs (A & B) from different models


• Ask the annotator, do you prefer output A or output B?


• Considerations:


• Captures relative preference


• Easy to design


• Does not easily capture minor differences


• Does not account for both outputs being bad 



Rate the quality of the generations
• Ask the annotator to rate the quality of a generation on a scale


• Difficult to define “quality” ➡ better to test for specific desired traits


• Rate grammatically 


• Rate factual correctness



Breaking News!
Posted last week



Should we rethink evaluation?
[Source]

• Found that humans prefer GPT-3 
summaries to summaries from fine-
tuned models


• Automatic metrics did not accurately 
capture this preference  

https://arxiv.org/pdf/2209.12356.pdf




Next Week
• Ethics


• Reading: On the Dangers of Stochastic Parrots: Can Language Models Be 
Too Big?


• https://dl.acm.org/doi/pdf/10.1145/3442188.3445922

https://dl.acm.org/doi/pdf/10.1145/3442188.3445922

