
Methods for Text Generation



Reminder: Language Modeling
Goal: Estimate probability of a sequence


“The elephant jumped over the fence”








P(the, elephant, jumped, over, the, fence)

P(y1, y2, . . . , yn)

P(Y)



Reminder: N-gram Language Modeling

the

elephant

jumped

over the

fenceP(the)

P(elephant | the)

P(jumped |elephant)

P(over | jumped) P(the |over)

P(fence |over)

P(elephant | the) =
count(the, elephant)

count(the)



What if we want to condition on some other input?

Ex. Translate 


Input: “I drove the blue car”


Output: “Manejé el carro azul”


More formally: P(Y |X)



Basic Statistical Machine Translation

Spanish Sentence 1 English Sentence 1

Spanish Sentence 2 English Sentence 2

Spanish Sentence 3 English Sentence 3

Spanish Sentence N English Sentence N

… …
P(azul |blue) =

count(azul, blue)
count(blue)

Repeat for every word in 
the vocabulary (Y), for 

ever word in the input (X)



Basic Statistical Machine Translation

̂P(Y |X)

for  in 
xi X

yi = argmaxyj
( ̂P(yj |xi))

“I drove the blue car”

“Yo condujo el azul coche”

P(azul |blue) =
count(azul, blue)

count(blue)



N-gram Models
• Pros:


• Minimal compute needs


• Easy to understand (interpretable)


• Cons


• Small N ➡ No long range dependencies


• Large N ➡ Sparsity problem 



• We’ve learned about how to use n-grams 
to estimate  and  


• What if we want a more complex way to 
estimate the probabilities?

P(Y) P(Y |X)

➡ We need some mathematical 
representation of language



Representations of Language
Are these two sentences saying the same thing?

1.John bought an apple at the store


2.John purchased a honeycrisp at the bodega


❗We call vector representations of words embeddings



word2vec
2013



word2vec
• “You shall know a word by the company it keeps” - John Firth 

(1957) 

• Basic idea: create embeddings for words based on the 
surrounding words 

◦ “Apple” and “honeycrisp” should have similar embeddings 
because they show up in similar contexts  

• You could use these embeddings as inputs for neural models



[Image Credit]

https://towardsdatascience.com/word2vec-research-paper-explained-205cb7eecc30


ELMo
2018



ELMo 
Contextualized word embeddings

• Basic idea: Embeddings differ depending on the context of the word


• Example: the same word can have different meanings depending on context


• I opened an account with the bank down the street.


• I sat on the river bank and watched the currents.



Recurrent Neural Networks (RNNs)

The cat sat on the

a zoo

mat
book

e(1) e(2) e(3) e(4) e(5)

h(1) h(2) h(3) h(4) h(5)
Wh Wh Wh Wh Wh

h(0)

Adapted from [Chris Manning]

We can use embeddings as inputs to more complex models

We We We We We

https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1194/slides/cs224n-2019-lecture06-rnnlm.pdf


RNNs in Practice 
Language Modeling [Source]

RNN Language Model trained on Obama speeches

Good afternoon. God bless you.

The United States will step up to the cost of a new 
challenges of the American people that will share the fact 
that we created the problem. They were attacked and so that 
they have to say that all the task of the final days of war 
that I will not be able to get this done.

https://medium.com/@samim/obama-rnn-machine-generated-political-speeches-c8abd18a2ea0


RNNs in Practice 
Language Modeling

RNN Language Model trained on Eminem 


https://soundcloud.com/mrchrisjohnson/recurrent-neural-shady


RNNs in Practice 
Language Modeling [Source]

RNN LM Trained on Recipes  
Title: CHOCOLATE RANCH BARBECUE
Categories: Game, Casseroles, Cookies, Cookies
     Yield: 6 Servings
     2 tb Parmesan cheese -- chopped
     1 c  Coconut milk
     3    Eggs, beaten
 Place each pasta over layers of lumps. Shape mixture into the moderate 
oven and simmer
 until firm. Serve hot in bodied fresh, mustard, orange and cheese.
 
 Combine the cheese and salt together the dough in a large skillet; add 
the ingredients
 and stir in the chocolate and pepper.

http://www.apple.com


RNNs in Practice 
Summarization [Source]

Input: Microsoft chairman bill gates late wednesday 
unveiled his vision of the digital lifestyle , outlining 
the latest version of his windows operating system to be 
launched later this year .

Output: Bill gates unveils new technology vision.

https://iq.opengenus.org/text-summarization-using-rnn/


RNNs Pros and Cons
Advantages: 

• Can process any length input  

• Computation can (in theory) use 
information from many steps 
back  

Disadvantages: 

• In practice, RNNs quickly 
forget portions of the input 

• Vanishing/exploding gradients 

• Difficult to parallelize



2015
Basic idea: The model learns 
which words are important, or 
which words to “attend” to

Attention



2015
Transformers



Transformers
For details see The Illustrated Transformer

• Self-attention: Each word in the input 
learns which other words in the input 
are relevant


• Can write self attention in matrix form




• Efficient computation and better at 
maintaining long distance dependencies 

b = softmax(
QKT

α
)V

https://jalammar.github.io/illustrated-transformer/




Encoder

Decoder

P(Y |X)

The encoder 
contextualizes 

the input

The decoder 
transforms the 
context into the 
output



New Training Paradigm
• Before: Build model, train on specific task


• Now: Pretrain model with language modeling objective on unlabeled data, 
then finetune on downstream task



Basic idea: Pre-trained 
encoder-decoder transformer

BART
2019



Basic idea: Encoder only 
transformer pretrained on Masked 
Language Modeling objective

BERT
2018



What if everything is language 
modeling? 



Basic idea: Decoder only 
Transformer based LM

GPT-2
2019



Basic idea: GPT-2 but bigger

GPT-3
2019



Predicting the next 
word now means 
“understanding” 
the input and the 
task 











[Image Credit]

https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html




Using LMs for downstream tasks
• Pros: 

• Minimal labeled data


• Use one model for many tasks


• Really good at certain tasks

• Cons: 

• Large data needs to pretrain model


• Large memory needs


• Given sufficient labeled data, 
finetuned models still generally work 
better



[Image Credit]

https://twitter.com/Alexir563/status/1547264594015666177/photo/1


Next Week
• Evaluation


• No reading


• Bring an example to try with GPT-3


• Some tasks to try: summarization, style transfer, headline generation, 
sentiment classification, etc.


• Focus on examples that you think might break the model


• Either bring your example to class or email it to me if it’s too long to type



OpenAI Playground
Suggest three names for an animal that is a superhero.


Animal: Cat


Names: Captain Sharpclaw, Agent Fluffball, The Incredible Feline


Animal: Dog


Names: Ruff the Protector, Wonder Canine, Sir Barks-a-Lot


Animal: Horse


Names:

https://beta.openai.com/playground


Mid-point Feedback Survey
No attendance today


