Methods for Text Generation



Reminder: Language Modeling

Goal: Estimate probability of a sequence

“The elephant jumped over the fence”

P(the, elephant, jumped, over, the, fence)

PO, Yoy ovvsy,)
P(Y)



Reminder: N-gram Language Modeling
P(elephant | the) P(over | jumped) P(the|over)

P(the) P(jumped | elephant)

P(fence | over)
count(the, elephant)

P(elephant | the) =
(clep the) count(the)



What if we want to condition on some other input?

Ex. Translate
Input: “| drove the blue car”

Output: “Manejé el carro azul”

More formally: P(Y | X)



Basic Statistical Machine Translation

Repeat for every word In
the vocabulary (Y), for
ever d iIn the input (X)

count(azul, blue)

P(azul | blue) =

count(blue)



Basic Statistical Machine Translation

count(azul, lue)
P(azul |blue) = ——————

P y; = argmax, (P(y; | x;))
. ﬁ(Yl X) “| drove the blue car”

“Yo condujo el azul coche”

count(blue)

for x; in X




N-gram Models

* Pros:

 Minimal compute needs

 Easy to understand (interpretable)
 Cons

« Small N = No long range dependencies

 Large N = Sparsity problem



* \We’ve learned about how to use n-grams
to estimate P(Y) and P(Y | X)

 What if we want a more complex way to
estimate the probabilities?

= \\Ve need some mathematical
representation of language

True
Target




Representations of Language

Are these two sentences saying the same thing?
1.John bought an apple at the store

2.John purchased a honeycrisp at the bodega

! We call vector representations of words embeddings
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Abstract

The recently introduced continuous Skip-gram model i1s an efficient method for
learning high-quality distributed vector representations that capture a large num-
ber of precise syntactic and semantic word relationships. In this paper we present
several extensions that improve both the quality of the vectors and the training
speed. By subsampling of the frequent words we obtain significant speedup and
also learn more regular word representations. We also describe a simple alterna-



word2vec

* “You shall know a word by the company it keeps” - John Firth
(1957)

* Basic idea: create embeddings for words based on the
surrounding words

O “Apple” and “honeycrisp” should have similar embeddings
because they show up In similar contexts

* You could use these embeddings as inputs for neural models
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https://towardsdatascience.com/word2vec-research-paper-explained-205cb7eecc30
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Deep contextualized word representations
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Abstract

We introduce a new type of deep contextual-
ized word representation that models both (1)
complex characteristics of word use (e.g., syn-
tax and semantics), and (2) how these uses
vary across linguistic contexts (i.e., to model
polysemy). Our word vectors are learned func-
tions of the internal states of a deep bidirec-
tional language model (biLM), which is pre-
trained on a large text corpus. We show that
these representations can be easily added to
existing models and significantly improve the
state of the art across six challenging NLP
problems, including question answering, tex-
tual entailment and sentiment analysis. We
also present an analysis showing that exposing
the deep internals of the pre-trained network is
crucial, allowing downstream models to mix
different types of semi-supervision signals.

guage model (LM) objective on a large text cor-
pus. For this reason, we call them ELMo (Em-
beddings from Language Models) representations.
Unlike previous approaches for learning contextu-
alized word vectors (Peters et al., 2017; McCann
et al., 2017), ELMo representations are deep, in
the sense that they are a function of all of the in-
ternal layers of the biLM. More specifically, we
learn a linear combination of the vectors stacked
above each input word for each end task, which
markedly improves performance over just using
the top LSTM layer.

Combining the internal states in this manner al-
lows for very rich word representations. Using in-
trinsic evaluations, we show that the higher-level
LSTM states capture context-dependent aspects
of word meaning (e.g., they can be used with-
out modification to perform well on supervised



ELMo

Contextualized word embeddings

 Basic idea: Embeddings differ depending on the context of the word
 Example: the same word can have different meanings depending on context
* | opened an account with the bank down the street.

e | sat on the river bank and watched the currents.



Recurrent Neural Networks (RNNs)

We can use embeddings as inputs to more complex models

mat
book *

Adapted from [Chris Manningd]



https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1194/slides/cs224n-2019-lecture06-rnnlm.pdf

RNNs In Practice

Language Modeling [Source]

RNN Language Model trained on Obama speeches

Good afternoon. God bless you.

The United States will step up to the cost of a new
challenges of the American people that will share the fact
that we created the problem. They were attacked and so that
they have to say that all the task of the final days of war
that I will not be able to get this done.


https://medium.com/@samim/obama-rnn-machine-generated-political-speeches-c8abd18a2ea0

RNNs In Practice
Language Modeling

RNN Language Model trained on Eminem



https://soundcloud.com/mrchrisjohnson/recurrent-neural-shady

RNNs In Practice

Language Modeling [Source]

RNN LM Trained on Recipes

Title: CHOCOLATE RANCH BARBECUE
Categories: Game, Casseroles, Cookies, Cookies

Yield: 6 Servings

2 tb Parmesan cheese -- chopped
1 ¢ Coconut milk
3 Eggs, beaten

Place each pasta over layers of lumps. Shape mixture into the moderate

oven and simmer
until firm. Serve hot in bodied fresh, mustard, orange and cheese.

Combine the cheese and salt together the dough i1in a large skillet; add

the ingredients
and stir i1n the chocolate and pepper.


http://www.apple.com

RNNs In Practice

Summarization [Source}

Input: Microsoft chairman bill gates late wednesday
unvelled his vision of the digital lifestyle , outlining

the latest version of his windows operating system to be
launched later this year

Output: Bill gates unveils new technology vision.


https://iq.opengenus.org/text-summarization-using-rnn/

RNNs Pros and Cons

Advantages: Disadvantages:

* Can process any length input * |In practice, RNNs quickly
forget portions of the input

 Computation can (in theory) use

iInformation from many steps * Vanishing/exploding gradients
back

 Difficult to parallelize



Published as a conference paper at ICLR 2015

NEURAL MACHINE TRANSLATION
BY JOINTLY LEARNING TO ALIGN AND TRANSLATE

Dzmitry Bahdanau
Jacobs University Bremen, Germany

Attention
2015
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Université de Montréal

_ ABSTRACT
Basic idea: The model learns
: : Neural machine translation is a recently proposed approach to machine transla-
WhICh WOrdS are ImpOrtant5 or tion. Unlike the traditional statistical machine translation, the neural machine
: (¢ - : : ot g ) .
Wh |Ch WO rdS -to attend -to translation aims at building a single neural network that can be jointly tuned to

maximize the translation performance. The models proposed recently for neu-
ral machine translation often belong to a family of encoder—decoders and encode
a source sentence into a fixed-length vector from which a decoder generates a
translation. In this paper, we conjecture that the use of a fixed-length vector is a
bottleneck in improving the performance of this basic encoder—decoder architec-
ture, and propose to extend this by allowing a model to automatically (soft-)search
for parts of a source sentence that are relevant to predicting a target word, without
having to form these parts as a hard segment explicitly. With this new approach,
we achieve a translation performance comparable to the existing state-of-the-art
phrase-based system on the task of English-to-French translation. Furthermore,
qualitative analysis reveals that the (soft-)alignments found by the model agree
well with our intuition.



Attention Is All You Need
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Abstract

The dominant sequence transduction models are based on complex recurrent or

convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention

mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-

to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 Enghsh-to-French translatmn task,



Transformers

For details see The lllustrated Transformer

Layer. S § Attention: Input - Input v

» Self-attention: Each word in the input T The The
learns which other words in the input animal ———
are relevant didn_ didn_

 Can write self attention in matrix form t_ t_

Q K I Cross._ Cross._
b = softmax( 1% the_ the_
94 street_ street_
because_ because

o Efficient computation and better at t it

maintaining long distance dependencies was_ was_
too_ too_
tire tire

d d


https://jalammar.github.io/illustrated-transformer/

hardmaru
«c ®  @hardmaru

~ag

The most important formula in deep learning after 2018

Self-Attention

What is self-attention? Self-attention calculates a weighted
average of feature representations with the weight propor-
tional to a similanty score between pairs of representations.
Formally, an input sequence of n tokens of dimensions d,
X € R"™? is projected using three matrices Wqg € [ S
Wy € R and Wy € R¥™ 10 extract feature repre-
sentations @, K, and V', referred to as query, key, and value
respectively with di. = d,. The outputs ¢, K, V' are com-
puted as

Q=XWg, K=XWg, V=XWy. (1)

So, self-attention can be written as,

QK"
S=DQ.K,V) = softmax -V, 2
@)t (%),
where softmax denotes a row-wise softmax normalization
function. Thus, cach clement in S depends on all other cle-
ments in the same row.,

9:08 PM : Feb 9, 2021 - Twitter Web App

653 Retweets 42 Quote Tweets 3,338 Likes




P(Y'|X)

The encoder
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the input
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New Training Paradigm

 Before: Build model, train on specific task

* Now: Pretrain model with language modeling objective on unlabeled data,
then finetune on downstream task



BART

2019

Basic idea: Pre-trained
encoder-decoder transformer

BART: Denoising Sequence-to-Sequence Pre-training for Natural
Language Generation, Translation, and Comprehension

Mike Lewis*, Yinhan Liu*, Naman Goyal*, Marjan Ghazvininejad,
Abdelrahman Mohamed, Omer Levy, Ves Stoyanov, Luke Zettlemoyer
Facebook Al

{mikelewis,yinhanliu, naman}@fb.com

Abstract

We present BART, a denoising autoencoder
for pretraining sequence-to-sequence models.
BART is trained by (1) corrupting text with an
arbitrary noising function, and (2) learning a
model to reconstruct the original text. It uses
a standard Tranformer-based neural machine
translation architecture which, despite its sim-
plicity, can be seen as generalizing BERT (due
to the bidirectional encoder), GPT (with the
left-to-right decoder), and many other more re-
cent pretraining schemes. We evaluate a num-
ber of noising approaches, finding the best per-
formance by both randomly shuffling the or-
der of the original sentences and using a novel
in-filling scheme, where spans of text are re-
placed with a single mask token. BART is
particularly effective when fine tuned for text
generation but also works well for compre-
hension tasks. It matches the performance of
RoBERTa with comparable training resources
on GLUE and SQuAD, achieves new state-

masked tokens are predicted (Yang et al., 2019), and the
available context for replacing masked tokens (Dong
et al., 2019). However, these methods typically focus
on particular types of end tasks (e.g. span prediction,
generation, etc.), limiting their applicability.

In this paper, we present BART, which pre-trains
a model combining Bidirectional and Auto-Regressive
Transformers. BART is a denoising autoencoder built
with a sequence-to-sequence model that is applicable
to a very wide range of end tasks. Pretraining has
two stages (1) text is corrupted with an arbitrary nois-
ing function, and (2) a sequence-to-sequence model is
learned to reconstruct the original text. BART uses a
standard Tranformer-based neural machine translation
architecture which, despite its simplicity, can be seen as
generalizing BERT (due to the bidirectional encoder),
GPT (with the left-to-right decoder), and many other
more recent pretraining schemes (see Figure 1).

A key advantage of this setup is the noising flexibil-
ity; arbitrary transformations can be applied to the orig-
inal text, including changing its length. We evaluate

a number of noising approaches, finding the best per-
formance hv hoth randomlv chniflAino the arder of the



BERT

2018

Basic idea: Encoder only
transformer pretrained on Masked
Language Modeling objective

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kiristina Toutanova
Google Al Language
{jacobdevlin,mingweichang, kentonl, kristout}@google.com

Abstract

We introduce a new language representa-
tion model called BERT, which stands for
Bidirectional Encoder Representations from
Transformers. Unlike recent language repre-
sentation models (Peters et al., 2018a; Rad-
ford et al., 2018), BERT 1is designed to pre-
train deep bidirectional representations from
unlabeled text by jointly conditioning on both
left and right context in all layers. As a re-
sult, the pre-trained BERT model can be fine-
tuned with just one additional output layer
to create state-of-the-art models for a wide
range of tasks, such as question answering and
language inference, without substantial task-
specific architecture modifications.

BERT is conceptually simple and empirically
powerful. It obtains new state-of-the-art re-
sults on eleven natural language processing
tasks, including pushing the GLUE score to
80.5% (7.7% point absolute improvement),

A A e ' AT T o ittt i e s OO ™I A £

There are two existing strategies for apply-
ing pre-trained language representations to down-
stream tasks: feature-based and fine-tuning. The
feature-based approach, such as ELMo (Peters
et al., 2018a), uses task-specific architectures that
include the pre-trained representations as addi-
tional features. The fine-tuning approach, such as
the Generative Pre-trained Transformer (OpenAl
GPT) (Radford et al., 2018), introduces minimal
task-specific parameters, and is trained on the
downstream tasks by simply fine-tuning all pre-
trained parameters. The two approaches share the
same objective function during pre-training, where
they use unidirectional language models to learn
general language representations.

We argue that current techniques restrict the
power of the pre-trained representations, espe-
cially for the fine-tuning approaches. The ma-
jor limitation is that standard language models are
unidirectional, and this limits the choice of archi-



What if everything Is language
modeling?



GPT-2

2019

Basic idea: Decoder only
Transformer based LM

Language Models are Unsupervised Multitask Learners

Alec Radford *! Jeffrey Wu ! Rewon Child' David Luan' Dario Amodei **! Ilya Sutskever !

Abstract

Natural language processing tasks, such as ques-
tion answering, machine translation, reading com-
prehension, and summarization, are typically
approached with supervised learning on task-
specific datasets. We demonstrate that language
models begin to learn these tasks without any ex-
plicit supervision when trained on a new dataset
of millions of webpages called WebText. When
conditioned on a document plus questions, the an-
swers generated by the language model reach 55
F1 on the CoQA dataset - matching or exceeding
the performance of 3 out of 4 baseline systems
without using the 127,000+ training examples.
The capacity of the language model is essential
to the success of zero-shot task transfer and in-
creasing it improves performance in a log-linear
fashion across tasks. Our largest model, GPT-2,
is a 1.5B parameter Transformer that achieves
state of the art results on 7 out of 8 tested lan-
guage modeling datasets in a zero-shot setting
but still underfits WebText. Samples from the
model reflect these improvements and contain co-
herent paragraphs of text. These findings suggest
a promising path towards building language pro-
cessing systems which learn to perform tasks from
their naturally occurring demonstrations.

1. Introduction

competent generalists. We would like to move towards more
general systems which can perform many tasks — eventually
without the need to manually create and label a training
dataset for each one.

The dominant approach to creating ML systems is to col-
lect a dataset of training examples demonstrating correct
behavior for a desired task, train a system to imitate these
behaviors, and then test its performance on independent
and identically distributed (IID) held-out examples. This
has served well to make progress on narrow experts. But
the often erratic behavior of captioning models (Lake et al.,
2017), reading comprehension systems (Jia & Liang, 2017),
and image classifiers (Alcorn et al., 2018) on the diversity
and variety of possible inputs highlights some of the short-
comings of this approach.

Our suspicion is that the prevalence of single task training
on single domain datasets is a major contributor to the lack
of generalization observed in current systems. Progress
towards robust systems with current architectures is likely
to require training and measuring performance on a wide
range of domains and tasks. Recently, several benchmarks
have been proposed such as GLUE (Wang et al., 2018) and
decaNLP (McCann et al., 2018) to begin studying this.

Multitask learning (Caruana, 1997) is a promising frame-
work for improving general performance. However, mul-
titask training in NLP is still nascent. Recent work re-
ports modest performance improvements ( Yogatama et al.,
2019) and the two most ambitious efforts to date have
trained on atotal of 10 and 17 (dataset, objective)
pairs respectively (McCann et al., 2018) (Bowman et al.,
2018). From a meta-learning perspective, each (dataset,



GPT-3

2019
Basic idea: GPT-2 but bigger

Language Models are Few-Shot Learners
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Abstract

Recent work has demonstrated substantial gains on many NLP tasks and benchmarks by pre-training
on a large corpus of text followed by fine-tuning on a specific task. While typically task-agnostic
in architecture, this method still requires task-specific fine-tuning datasets of thousands or tens of
thousands of examples. By contrast, humans can generally perform a new language task from only
a few examples or from simple instructions — something which current NLP systems still largely
struggle to do. Here we show that scaling up language models greatly improves task-agnostic,
few-shot performance, sometimes even reaching competitiveness with prior state-of-the-art fine-
tuning approaches. Specifically, we train GPT-3, an autoregressive language model with 175 billion
parameters, 10x more than any previous non-sparse language model, and test its performance in



Predicting the next
word now means
“understanding”
the input and the
task

Context (passage and previous question/answer pairs)

Tom goes everywhere with Catherine Green, a 54-year-old secretary. He moves around her office at work and goes
shopping with her. "Most people don’t seem to mind Tom,” says Catherine, who thinks he is wonderful. "He’s my
fourth child,” she says. She may think of him and treat him that way as her son. He moves around buying his food,
paying his health bills and his taxes, but in fact Tom is a dog.

Catherine and Tom live in Sweden, a country where everyone is expected to lead an orderly life accord-
ing to rules laid down by the government, which also provides a high level of care for its people. This level of care
costs money.

People in Sweden pay taxes on everything, so aren’t surprised to find that owning a dog means more
taxes. Some people are paying as much as 500 Swedish kronor in taxes a year for the right to keep their dog, which
is spent by the government on dog hospitals and sometimes medical treatment for a dog that falls ill. However, most
such treatment is expensive, so owners often decide to offer health and even life _ for their dog.

In Sweden dog owners must pay for any damage their dog does. A Swedish Kennel Club official ex-
plains what this means: if your dog runs out on the road and gets hit by a passing car, you, as the owner, have to pay
for any damage done to the car, even if your dog has been killed in the accident.

Q: How old is Catherine?
A: 54

Q: where does she live?
A:

Model answer: Stockholm
Turker answers: Sweden, Sweden, in Sweden, Sweden

Table 17. Selected CoQA completion.




Question Generated Answer Correct  Probability
Who wrote the book the origin of species? Charles Darwin v 83.4%
Who is the founder of the ubuntu project? Mark Shuttleworth v 82.0%
Who is the quarterback for the green bay packers? Aaron Rodgers v 81.1%
Panda is a national animal of which country? China v 76.8%
Who came up with the theory of relativity? Albert Einstein v 76.4%
When was the first star wars film released? 1977 v 71.4%
What 1s the most common blood type in sweden? A X 70.6%
Who is regarded as the founder of psychoanalysis? Sigmund Freud v 69.3%
Who took the first steps on the moon in 19697 Neil Armstrong v 66.8%
Who is the largest supermarket chain in the uk? Tesco v 65.3%
What is the meaning of shalom in english? peace v 64.0%
Who was the author of the art of war? Sun Tzu v 59.6%
Largest state in the us by land mass? California X 59.2%
Green algae 1s an example of which type of reproduction? parthenogenesis X 56.5%
Vikram samvat calender is official in which country? India v 55.6%
Who is mostly responsible for writing the declaration of independence? Thomas Jefferson v 53.3%
What us state forms the western boundary of montana? Montana X 52.3%
Who plays ser davos in game of thrones? Peter Dinklage X 52.1%
Who appoints the chair of the federal reserve system? Janet Yellen X 51.5%
State the process that divides one nucleus into two genetically identical nuclei?  mitosis v 50.7%
Who won the most mvp awards in the nba? Michael Jordan X 50.2%
What river is associated with the city of rome? the Tiber v 48.6%
Who is the first president to be impeached? Andrew Johnson v 48.3%
Who is the head of the department of homeland security 20177 John Kelly v 47.0%
What 1s the name given to the common currency to the european union? Euro v 46.8%
What was the emperor name in star wars? Palpatine v 46.5%
Do you have to have a gun permit to shoot at a range? No v 46.4%
Who proposed evolution in 1859 as the basis of biological development? Charles Darwin v 45.7%
Nuclear power plant that blew up in russia? Chernobyl v 45.7%
Who played john connor in the original terminator? Arnold Schwarzenegger X 45.2%

Table 5. The 30 most confident answers generated by GPT-2 on the development set of Natural Questions sorted by their probability
according to GPT-2. None of these questions appear in WebText according to the procedure described in Section 4.



Title: United Methodists Agree to Historic Split

Subtitle: Those who oppose gay marriage will form their own denomination
Article: After two days of intense debate, the United Methodist Church

has agreed to a historic split - one that 1s expected to end in the

creation of a new denomination, one that will be '"theologically and

soclially conservative," according to The Washington Post. The majority of
delegates attending the church’s annual General Conference in May voted to
strengthen a ban on the ordination of LGBTQ clergy and to write new rules
that will "discipline" clergy who officiate at same-sex weddings. But

those who opposed these measures have a new plan: They say they will form a
separate denomination by 2020, calling their church the Christian Methodist
denomination.

The Post notes that the denomination, which claims 12.5 million members, was
in the early 20th century the "largest Protestant denomination in the U.S.,"
but that it has been shrinking in recent decades. The new split will be the
second in the church’s history. The first occurred in 1968, when roughly

10 percent of the denomination left to form the Evangelical United Brethren
Church. The Post notes that the proposed split "comes at a critical time
for the church, which has been losing members for years," which has been
"pushed toward the brink of a schism over the role of LGBT(Q people in the
church." Gay marriage 1s not the only issue that has divided the church. In
2016, the denomination was split over ordination of transgender clergy, with
the North Pacific regional conference voting to ban them from serving as
clergy, and the South Pacific regional conference voting to allow them.

Figure 3.14: The GPT-3 generated news article that humans had the greatest difficulty distinguishing from a human
written article (accuracy: 12%).



Poor English input: I eated the purple berries.

Good English output: I ate the purple berries.

Poor English input: Thank you for picking me as your designer. 1’d appreciate 1it.

Good English output: Thank you for choosing me as your designer. I appreciate it.

Poor English input: The mentioned changes have done. or I did the alteration that you
requested. or I changed things you wanted and did the modifications.

Good English output: The requested changes have been made. or I made the alteration that you
requested. or I changed things you wanted and made the modifications.

Poor English input: 1’d be more than happy to work with you in another project.

Good English output: I’d be more than happy to work with you on another project.

Poor English input: Please provide me with a short brief of the design you’re looking for and
that’d be nice if you could share some examples or project you did before.

Good English output: Please provide me with a brief description of the design you’re
looking for and that would be nice if you could share some examples or projects you have
done before.

Poor English input: The patient was died.
Good English output: The patient died.

Poor English input: We think that Leslie likes ourselves.
Good English output: We think that Leslie likes us.

Poor English input: Janet broke Bill on the finger.
Good English output: Janet broke Bill’s finger.

Poor English input: Mary arranged for, in St. Louis, John to rent a house cheap.
Good English output: Mary arranged for John to rent a house in St. Louis.




Tweet: "l hate it when my phone battery dies."
Sentiment: Negative

fai

Tweet: "My day has been ="

Sentiment: Positive

fai

Tweet: "This is the link to the article"
Sentiment: Neutral

Fa

Tweet: "This new music video was incredibile"

Sentiment:



Explaining a joke

Prompt
Explain this joke:

Joke: Did you see that Google just hired an eloquent whale for
their TPU team? It showed them how to communicate between two

different pods!

Model Response

Prediction: TPUs are a type of computer chip that Google uses
for deep learning. A "pod" is a group of TPUs. A "pod" is also a
group of whales. The joke is that the whale is able to
communicate between two groups of whales, but the speaker is

pretending that the whale is able to communicate between two
groups of TPUs.

[Image Credit]



https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html

Prompt Model Response

# Given a string representing musical # 1. Split the string into a Llist of
notes in a special ASCII format, notes.

# parse this string and compute a total # 2. Iterate over the List and compute the
Length of the music in beats. total Length of the music.

# Legend: # 3. Print the result.

# ‘o’ - whole note, Llast four beats

# ‘o’ - half note, last two beats # 1.

# “.|? - quarter note, last one beat notes = notes.split()

notes = ‘oo| .| o]l of .| .| .] .] o @’ # 2.
total length = ©
For note in notes:
if note == ‘0’:
total length += 4
if note == ‘o|’:
total length += 2
if note == “.|’:
total length += 1

# 3.
print(total length)

Examples of a fine-tuned PaLM 540B model on text-to-code tasks, such as GSM8K-Python and
HumankEval, and code-to-code tasks, such as Transcoder.



Using LMs for downstream tasks

* Pros:  Cons:
 Minimal labeled data » | arge data needs to pretrain model
 Use one model for many tasks * | arge memory needs
 Really good at certain tasks * (Given sufficient labeled data,

finetuned models still generally work
better



And then everything changed

[Image Credit]


https://twitter.com/Alexir563/status/1547264594015666177/photo/1

Next Week

* Evaluation
* No reading
* Bring an example to try with GPT-3

e Some tasks to try: summarization, style transfer, headline generation,
sentiment classification, etc.

* Focus on examples that you think might break the model

* Either bring your example to class or email it to me if it’s too long to type



OpenAl Playground

Suggest three names for an animal that is a superhero.

Animal: Cat

Names: Captain Sharpclaw, Agent Fluffball, The Incredible Feline
Animal: Dog

Names: Ruff the Protector, Wonder Canine, Sir Barks-a-Lot
Animal: Horse

Names:


https://beta.openai.com/playground

Mid-point Feedback Survey

No attendance today




